Differential effects of soil trophic networks on microbial decomposition activity in mountain ecosystems
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ABSTRACT

Soil trophic networks are key to biogeochemical cycles, in particular decomposition. However, few studies have yet quantified how microbial decomposition activity along environmental gradients is jointly driven by bacteria, fungi, and their respective consumers. Here, we quantified these direct and indirect effects on decomposition and contrasted them between forests and open habitats using multiple elevational gradients in the French Alps.

While environmental control on microbial decomposition activity was comparable in the two habitats, the pathways and strengths of biotic predictors strongly differed. The fungal channel composition played a moderate role in forests, while the bacterial channel composition was critical in open habitats. Importantly, we found trophic regulation by consumers to be a key modulator of the direct environmental effects on decomposition in open habitats. These results highlight the need to integrate trophic regulation when predicting future ecosystem functioning.

1. Introduction

Soil biodiversity underpins a range of ecosystem functions and services crucial to human well-being, including carbon storage and litter decomposition (Sardgett and Putten, 2014; Smith et al., 2015). Predicting the consequences of environmental change on soil biodiversity and associated ecosystem functions is therefore crucial (Janssens and Hofmockel, 2020; Wall et al., 2010). To do so, we need to better understand the regulatory pathways that occur in soil trophic networks, and their changes along environmental gradients and habitats (Thakur and Geisen, 2019; Wardle et al., 1998).

Bacteria and fungi are key decomposers of organic matter (De Boer et al., 2005; Swift et al., 1979). Their activity is context-dependent and varies with climatic conditions, soil physico-chemistry and vegetation structure. In forests, the litter coming from the trees is of rather low quality, which generates rather acidic soils with high organic matter content. Recycling organic matter thus requires the ability to use complex forms of carbon immobilised in recalcitrant litter (Begon et al., 2006). This favours the dominance of many fungal species but also certain bacterial clades that represent the slow cycling of organic matter (López-Mondejar et al., 2020; Wardle et al., 2004). In contrast, open habitats like grasslands, mineral surfaces and, to a lesser extent, heathlands have a higher availability of labile nutrients and a lower organic matter content (Fierer et al., 2007; Hagedorn et al., 2019). They are therefore more suitable for the dominance of many bacterial species but also certain groups of fungi representing the rapid cycling of organic matter (Ruess and Ferris, 2004; Wardle et al., 2004). Following this observation, many studies have used the fungi to bacteria biomass ratio to quantify the importance of primary decomposers (i.e. bacteria and fungi) in relation to the environment for decomposition (Maassen et al.,
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2. Material & methods

2.1. Study sites: Alpine elevation gradients characterised by two habitats

We studied the composition of soil communities in the French Alps along 18 elevational gradients of the ORCHAMP observatory (www.orchamp.osug.fr, Appendix S1). The gradients were continuous from about 900 m to 3000 m, had a homogeneous exposure and slope, and were representative of the environmental and topographic variability of the French Alps. Between 2016 and 2018, at least five sampling plots (30*30 m, see Fig. S1 for details) were placed along each gradient, with an altitude difference of 200 m, resulting in a total of 37 forest sites and 64 open habitat sites (such as meadows or heaths, see Fig. S2 for details).

2.2. Climatic data

In mountain ecosystems, the presence of snow determines the start and length of the vegetation growing season. During this growing season, heat accumulation (i.e. energy available for growth) and soil exposure to frost (i.e. physiological limit of most metabolic processes) shape the composition of plant and microbial communities (Choler, 2005; Edwards et al., 2007; Zinger et al., 2009). In each plot, we calculated growing degree days (GDD) to characterise heat accumulation, and freezing degree days (FDD) to characterise the intensity of freezing events during the growing season (Fig. S3). They are the sum of average daily degrees above (GDD) and below (FDD) zero accumulated over the growing season each year, averaged over the period 1988–2018, and modelled in the first soil horizon (up to 10 cm depth, see Martinez-Almoyna et al. (2020), Table 1 for details). As FDD is a sum of negative degrees, the lowest FDD values correspond to the plots with the most frequent and intense frost stress events. GDD and FDD were calculated from the SAFRAN-SURFEX/ISBA-Crocus-MEPPRA re-analysis (Durand et al., 2009), a model that deals with weather and snow conditions in mountainous regions based on large-scale topographic features.

2.3. Sampling, physicochemical properties and total potential extracellular enzyme activity of the soil

In each plot, we sampled soil in three 2 x 2 m subplots with homogeneous vegetation, separated by a distance of 2–12 m (Fig. S1), taking particular care to avoid sample contamination. In each sub-plot, we took about ten 5-cm-diameter cores of superficial soil (ca. 1–8 cm deep) and deeper soil (ca. 8–16 cm), in order to properly describe the first soil horizons. The superficial soil cores were pooled and homogenised separately from the deeper soil cores, resulting in two composite soil samples per subplot. In total, we collected 606 soil samples over the three years, 222 in forest and 384 in open habitats.

We immediately recovered 15 g per soil sample for subsequent eDNA extractions, and sieved the remaining parts to 5.6 mm. Then, we froze 2.75 g of the sieved sample for subsequent analyses of extracellular enzyme activities, 5 g to quantify water content, and sieved the remainder to 2 mm for analyses of the soil physico-chemistry (soil pH, soil organic matter (SOM) and soil C/N as described in Martinez-Almoyna et al. (2020); Appendix S2).

We estimated the potential extracellular enzyme activity of six extracellular enzymes involved in the decomposition of C-rich substrates (α-Glucosidase (AG, EC 3.2.1.20), β-1,4-Glucosidase (BG, EC 3.2.1.21), β-D-Cellobiosidase (CB, EC 3.2.1.91) and β-Xylosidase (XYL, EC 3.2.1.37)) and N-rich substrates (β-1,4-N-acetylglucosaminidase (NAG, EC 3.2.1.30) and leucine aminopeptidase (LAP, EC 3.4.11.1)) using standardised fluorimetric techniques (Bell et al., 2013; see also Martinez-Almoyna et al., 2020 for more experimental details). We calculated the total potential extracellular enzyme activity (total EAA) as the sum of the raw potential activity values of the six extracellular enzymes, which had comparable levels of potential activity (Fig. S4). We then
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standardized total EEA by soil organic matter (SOM) to capture difference of SOM turnover between sites (German et al., 2011). SOM-standardization also has the advantage of limiting confounding effects due to the correlation between total EEA and microbial biomass (Crowther et al., 2019; Piton et al., 2020). Hereafter, we refer to this variable as microscopic decomposition activity, as extracellular enzymes are the functional tools by which microbes break down organic matter (Burns et al., 2013). Specifically, we address the enzymatic potential for depolymerization and recycling of specific C- and N-rich substrates that dominate plant and microbial necromass (e.g., cellulose, hemicellulose, proteins, chitin and peptidoglycan, German et al., 2011). Note that investigating the whole decomposition process would require considering the action of other drivers (e.g. mechanical action of other soil species, action of other enzymes), and is not directly the subject of this article.

2.4. Soil eDNA extraction, amplification, sequencing and curation

From the 15 g per soil sample, we conducted the extraction of soil eDNA immediately in the field following the protocol of Taberlet et al. (2012). This method was used due to its easiness of implementation for large-scale samplings, and also because it produces ecological patterns that are similar to those obtained with total DNA, although it may under-sample rare taxa (Zinger et al., 2016). For eDNA amplification, we targeted Eukaryotes, Fungi and Bacteria using the DNA markers Euka02 (18S rRNA), Fung02 (ITS) and Bact01 (16S rRNA) described in Taberlet et al. (2018). We added unique eight-base long tags to the 5’ end of each primer in order to be able to find the original sample of each sequencing read after sequencing. PCR reactions were conducted in quadruplicates for each DNA extract and control. Finally, the PCR samples were pooled and purified prior to sequencing. We built one library per marker in 2016 and 2018 and two libraries per marker in 2017, using the METAFAST protocol. Sequencing was performed with pair-end sequencing technology on the Illumina platform at Fasteris, Geneva, Switzerland (2*125, Hiseq 2000, for Euka02, and 2*250 miseq, for Bact01 and Fung02).

We curated the sequencing reads using the obitools package (Boyer et al., 2016) and the R metabarR package (Zinger et al., 2021, Fig. S5). For each sequencing library, paired-end reads were assembled, assigned to their original samples and markers, and dereplicated with the OBI-Tools package. We then removed PCR errors and grouped the remaining sequences into molecular operational taxonomic units (MOTUs). MOTUs were assigned a taxonomy using different databases depending on the marker. Cross-samples, reagents, sequencing contaminants, dysfunctional PCRs and other artefacts were eliminated using metabatR using conservative quality criteria (Zinger et al., 2021). Next, we excluded samples for which only two or fewer PCR replicates remained. 562 samples remained after this curation procedure, of which 212 were from forest soils and 350 from open habitats. We finally performed a final clustering step to unify the MOTUs across the libraries for each marker. For more details, see Appendix S3 (1, Fig. S5 and Tables S1 and S2).

2.5. Trophic classes and groups of MOTUs

In order to assess the importance of trophic regulation, we only considered organisms directly involved in decomposition (i.e. fungi and bacteria) and their consumers. Finally, we grouped them following their known role in the soil trophic network (i.e. according to their resources and predators, Elton, 1927; Gauzens et al., 2015) and according to their function in the ecosystem. MOTUs were therefore aggregated at two levels: first, at the level of their trophic class (e.g. fungi), and second, at the level of a subgroup of this trophic class, which we call a trophic group for simplicity (e.g. saprophytic fungi).

2.5.1. At trophic class level

We separated bacterial MOTUs and fungal MOTUs into two different trophic classes, which respectively form the basis of bacterial and fungal channels (Wardle et al., 2004). We referred to the trophic classes of bacteria and fungi together as primary decomposers.

We then separated MOTUs feeding on bacteria from those feeding on fungi in two different trophic classes, using literature, expert knowledge and databases (Fig. S6). Among the bacterivores, we found mainly protists and nematodes, while among the fungivores, we found mainly mites and springtails. We removed the MOTUs referenced as feeding on both bacteria and fungi as they were very rare (~15 MOTUs and less 1% of reads in forests and open habitats). This classification represents the knowledge we have been able to extract from the current literature and databases. We are aware that it may only represent the preferred diet (and not obligate, Geisen, 2016). Details on the number of MOTUs within each trophic class are in Appendix S3 (Table S3).

2.5.2. At the trophic group level

We assigned MOTUs within each trophic class to more resolved trophic groups, to facilitate interpretation of compositional variation within trophic classes. For fungi, we used FUNGuild (Nguyen et al., 2016), FungalTraits (Pölme et al., 2020) and Tedersoo et al. (2014) to divide the MOTUs into eleven trophic groups (Table S3). For bacteria, we used FAPROTAX combined with expert knowledge to derive six trophic groups (Louca et al., 2016; Sanaupa et al., 2021, Table S3). Then, for the two consumer trophic classes, bacterivores and fungivores, we used taxonomy to assign MOTUs to more resolved trophic groups, as closely related taxa exhibit similar functions (Potapov et al., 2016; Schaefer and Caruso, 2019; Wiens et al., 2010). Details on the number of MOTUs within each trophic group are in Appendix S3 (Table S3).

2.6. Statistical analyses

To quantify the direct and indirect effects of the environment and the compositions of the four trophic classes on microbial decomposition activity, we first constructed variables representing the composition of each trophic class, and integrated these variables into a SEM. This was done for both forest and open habitats independently to highlight differences in decomposition regulation in the two habitats.

2.6.1. First step: composition of each trophic class

2.6.1.1. Variables construction. To summarise the main variation of composition of a trophic class between samples of a given habitat, we performed a correspondence analysis (CA) for each trophic class for each habitat, using the ade4 package in R (R version 3.6.1., Core Development Core Team, 2020; Dray and Dufour, 2007), and we kept the first axis. Two samples with similar coordinates on the first axis had similar compositions of the trophic class considered. To describe the composition of a trophic class in a sample, we therefore used its coordinate on the first axis of the corresponding CA. CA is based on the chi2 distance, which is hardly sensitive to sampling depth, allowing it to be performed directly on the numbers of reads (Appendix S4, Figs. S7 and S8).

2.6.1.2. Interpretation of the compositional CA axes. For each trophic class, we then used the more resolved information of the trophic groups to facilitate the interpretation, the aim being to visualise which compositional variations structure the position of the samples on the first CA axes. First, for each sample, we calculated the relative abundance of each trophic group within each trophic class as the sum of the number of reads of all MOTUs belonging to that trophic group standardised by the total sum of the number of reads of all MOTUs in the same trophic class. We then fitted generalised linear models to visualise the relative abundance of each trophic group as a function of the sample
coordinates on the first CA axis (Appendix S5, Figs. S9 and S10). Second, for each trophic class, we also used the variations in trophic diversity to interpret the compositional variations represented by the first CA axes. To do this, we calculated the trophic diversity of each trophic class in each sample, via the Shannon index applied to the relative abundances of trophic groups (Figs. 1 and 2).

### 2.6.2. Second step: structural equation models

#### 2.6.2.1. Construction of the SEMs and evaluation of path coefficients.

For each habitat, we built a SEM to explain microbial decomposition activity. In this SEM, we used the first CA axes to describe the compositions of the different trophic classes and tested the existence of a trophic regulation of decomposition, through cascading links between the compositions of the different trophic classes (i.e. representing their trophic interactions). The SEM also allowed us to consider the direct effects of the environment on the composition of the trophic classes and on decomposition (see Appendix S6 for the *a priori* model).

We first tested the structure of the *a priori* model using the `sem` function in R (Lefcheck, 2016). This function locally estimates the path coefficients and then assesses the fit between the *a priori* model and the data by testing the conditional independence of variables that are not linked by a path (Shipley, 2000). Then, where necessary, we added some of the missing paths based on their ecological relevance to our model (Grace et al., 2010). Finally, we optimised the model structure through a stepwise procedure using the BIC criterium (Hertzog, 2018).

#### 2.6.2.2. Interpretation of the SEM in each habitat.

For interpretations, we used the standardised coefficients extracted from the most parsimonious model (Grace et al., 2010). We also used the information on relative abundances of trophic groups and trophic diversity within each trophic class to better understand the direction of the effects of the composition of each trophic class on microbial decomposition activity.

### 3. Results

#### 3.1. The direct effects of abiotic and biotic predictors on microbial decomposition activity varied between habitats

The two SEMs for forest and open habitats explained a very similar percentage of the total variation in microbial decomposition activity ($R^2 = 0.16$). Interestingly, although close in terms of explained variance, the pathway strengths differed strongly between forests and open habitats (Figs. 1 and 2). In forests, microbial decomposition activity was strongly influenced by a direct and negative effect of GDD and FDD, to a lesser extent by a direct and negative effect of soil C–N ratio, and less, but still significantly, by the composition of the fungal class (Fig. 1). In contrast, for open habitats, the composition of the trophic class of bacteria was the main factor controlling microbial decomposition activity, while climate and soil played a similar direct role as in forests, but to a lesser extent (Fig. 2).

#### 3.2. Different roles of biotic channels in decomposition activity in the two habitats

To quantify the overall influence of fungal vs. bacterial channels, we extracted from the SEMs the standardised direct and indirect effects through both the bacterial channel (i.e., bacterivores and bacteria), and...
the fungal channel (i.e., fungivores and fungi, Fig. 3). Contrasting forests and open habitats, we found that the biotic effect on microbial decomposition activity was due to different channels. In forests, it was the composition of the fungi channel that influenced microbial decomposition activity, with a weak influence of primary decomposers (i.e., fungi) and no trophic regulation by fungivores. In contrast, in open habitats, the bacterial channel strongly influenced microbial decomposition activity, with a strong effect of the compositions of the trophic classes of bacteria and bacterivores, but also through strong trophic regulation, i.e. a strong indirect effect of bacterivores (Fig. 3).

3.3. The composition of the trophic classes of primary decomposers and trophic regulation modulate the effects of the environment on microbial decomposition activity

Based on SEMs, we calculated the standardised indirect effects of the environment on microbial decomposition activity through its direct effect on the composition of primary decomposers, but also through its
direct effect on the composition of consumers, which then cascades indirectly on primary decomposers (i.e. trophic regulation (Fig. 4)). The indirect influence of the environment on microbial decomposition activity was much lower in forests than in open habitats. This highlighted that the modulation of environmental effects by the soil trophic network depended on the habitat type (Figs. 3 and 4).

In forests, we found a weak indirect effect of the environment on decomposition through its effect on the composition of primary decomposers. Acidic, rather cold soils with poor organic matter slightly enhanced the presence of different groups of saprophytic fungi (i.e. wood, soil and litter saprotrophs) compared to ectomycorrhizal fungi (ECM) in the fungal composition (Fig. 1 (D)), which slightly increased the microbial decomposition activity. On the other hand, the indirect effect of the environment via its effect on the composition of consumers was minor in forests (Fig. 4), although the environment explained the composition of consumers well ($R^2_{\text{bacterivores}} = 0.79, R^2_{\text{fungivores}} = 0.26$).

The composition of fungivores was mainly determined by the quality of soil organic matter, with a dominance of mites on low fertility soils (i.e. high C/N ratio) and a co-dominance of mites and springtails on soils where organic matter was of better quality (Fig. 1 (B), S9 (B)). However, fungivore composition was not directly related to fungi composition, which neglected the indirect effect of the environment via fungivores. In addition, soil pH was the main predictor of the composition of bacterivores, with Rhizaria-dominated communities occurring in acidic soils, and communities with a co-dominance of Rhizaria and Ciliophora found in less acidic conditions (Fig. 1 (A), S9 (A)). The indirect effect of the environment on microbial decomposition activity in forests was only modulated via bacterivores and their weak effect on fungal composition.

In open habitats, however, we found a strong indirect effect of the environment, both through primary decomposers and their consumers (Fig. 4). Acidic soils favoured the dominance of saprophytic bacteria, which clearly increased microbial decomposition activity (Fig. 2 (C), 4).

In contrast, the strong effect of pH on fungal composition resulted in a dominance of soil saprophytes on acidic soils and arbuscular mycorrhizal fungi (AMF) under less acidic conditions, but did not affect decomposition (Fig. 2 (D)). The indirect effect of the environment via the consumers was explained on the one hand by the strong influence of bacterivores on microbial decomposition activity and on the other hand by trophic regulation. As in forests, the environment explained the composition of the consumer classes fairly well ($R^2_{\text{bacterivores}} = 0.64, R^2_{\text{fungivores}} = 0.14$). In particular, pH was the main predictor of bacterivore composition, leading to the same compositional trends as in forests (Fig. 2 (A), S10 (A)). This effect cascaded to microbial decomposition activity, firstly because bacterivore communities with a greater trophic diversity were themselves strongly associated with higher microbial decomposition activity. On the other hand, the indirect effect of pH was moderated by the effect of trophic regulation (Figs. 3 and 4). In acidic soils, Rhizaria-dominated bacterivore communities were associated with communities of bacteria dominated by saprophytic bacteria and with increased microbial decomposition activity. In less acidic soils, where bacterivore communities were more trophically diverse, bacterial communities were also characterised by greater trophic diversity and associated with decreased decomposition activity (Fig. 2 (A, C), S10 (A, C), 4).

4. Discussion

While the importance of soil decomposers in ecosystem functioning is increasingly acknowledged, the regulating effects of other trophic soil classes on microbial decomposition remain poorly understood, as does their dependence on habitat (Thakur and Geisen, 2019). Here, we compared the role of four environmental variables and of the consumers of primary decomposers in structuring the composition and activity of primary decomposers in two different habitats. In respect to our three initial questions, we found that (i) the environment, in particular climate, have a stronger effect on microbial decomposition activity in forests than in open habitats, where the biotic effect is more important. (ii) In forests, the composition of the soil network, and primarily of fungal communities, was moderately linked to microbial decomposition activity, whereas in open habitats the effects were much stronger, driven by bacteria, but also strongly influenced by bacterivores. (iii) The environment influences the composition of the different trophic classes, which indirectly influences the microbial decomposition activity through trophic interactions.

Climate, much more than soil physico-chemistry, was an important direct driver of microbial decomposition activity in both habitats. The negative relationships between GDD, FDD and microbial decomposition activity showed that the investment of microbes in extracellular enzyme production was favoured in difficult climatic conditions during the vegetation season, i.e. low heat energy input (i.e. low GDD) and frequent

Fig. 4. Comparison of the indirect standardized effects of the environment (soil physico-chemical properties and climatic variables) via consumers and primary decomposers on decomposition activity, extracted from the SEMs (Figs. 1 and 2). Environmental indirect effects via consumers correspond to the sum of the effects of each indirect path, which includes the composition of a trophic group of consumers. By contrast, environmental indirect effects via primary decomposers correspond to the sum of the effects of each indirect path, which does not include the composition of a trophic class of consumers. The effect of each indirect path is computed as the product of the standardized path coefficients along the path.
and/or intense frost events (i.e. low FDD). Lower (or more frequently negative) average temperatures can indeed reduce (or even stop) extracellular enzyme activity in situ (Steinweg et al., 2012), thus increasing the amount of extracellular enzymes needed to capture the same amount of resource (Allison et al., 2010).

This study corroborates the hypotheses of Wardle et al. (2004) on a large scale, with a complete shift from a moderate direct effect of the composition of fungi in forests to a strong direct effect of the composition of bacteria in open habitats. In forests, our results are supported by the work of Schneider et al. (2012, 2010), who showed that fungi produce most extracellular enzymes in forest soils. Indeed, some trophic groups of fungi are key to forest decomposition, because they open access to organic compounds, such as cellulose, blocked in recalcitrant plant debris (e.g. wood and litter saprotrophs, De Boer et al., 2005). This could explain why the increase in the relative abundance of saprophytic fungal groups compared to ECM is associated with an increase in microbial decomposition activity in our study (Fig. 1). In contrast, open habitats are characterised by plants with fewer recalcitrant compounds, generally associated with less acidic soils (Appendix S2, Fig. S3). This could relieve bacteria from the aforementioned constraints and a pH-related environmental stress, and make them more competitive and active in open habitats overall (Rousk et al., 2010b). The increase in relative abundance of parasitic and autotrophic bacterial groups (Fig. 1(C), S9 (C)) is likely driven by the presence of a mineral nutrient availability gradient in the mountainous open habitats of our study (Fierer et al., 2007; Guo et al., 2015), and could explain the association of the composition of bacteria with a decrease in microbial decomposition activity.

We also demonstrated the importance of a top-down regulation of the composition of the consumer trophic classes on microbial decomposition activity. In particular, in line with Xiong et al. (2021), the link between the composition of bacterivores and bacteria was central in our two habitats (Figs. 1 and 2). This can arise from the high degree of specificity of bacterivores, which had already been observed for bacterivorous protists, dominant in our study (Adl and Gupta, 2006; Trap et al., 2016). More generally, it is known that the presence of specific groups of protists and nematodes influences the composition of primary decomposer classes (Gao et al., 2019; Geisen et al., 2018; Griffiths et al., 1999). Furthermore, we found a fairly strong link between the composition of bacterivores and fungi in forest habitats, possibly due to the quite generalist feeding behaviour of some groups of protists (Geisen, 2016). In the forests of our study, for example, Rhizaria-dominated bacterivore communities seemed to favour the presence of saprophytic fungi over ECMs (Fig. 1). In contrast, the effect of fungivore community composition on fungal community composition and function was less clear in both habitats (Figs. 1–3). This lack of signal could be caused by a biased representation of specific animal organisms in eDNA data, because it includes not only signal from current communities, but also to a lesser extent, from those from the recent past. For example, fungivores with stable bodies (e.g. mites) might be decomposed more slowly and thus be slightly over-represented in fungivore communities (Table S3). However, the literature also reports more contrasting effects of fungivores, suggesting that fungivores are less specific (Crowther et al., 2012; Hanlon and Anderson, 1979; Maraun et al., 2003). The weak links we found between the compositions of fungivores and fungi could also be explained by the length and spatial extent of mycelia, which makes the effect of grazing by fungivores less drastic. Up to a certain grazing pressure, fungivores do not suppress the whole individual, which makes the trophic interaction less likely to influence the composition of the fungal community (Crowther et al., 2012; Hanlon and Anderson, 1979).

Moreover, we provided new information on environmental drivers of the composition of multi-trophic soil assemblages, and how environmentally induced compositional changes can affect microbial decomposition activity. Soil physico-chemical properties had a stronger effect on the composition of four soil trophic classes than climatic variables. In particular, soil pH was a key predictor of the composition of bacteria, fungi and bacterivores (Figs. 1 and 2). This result is known for bacteria and fungi (Donhauser and Frey, 2018; Fierer and Jackson, 2006; Griffiths et al., 2011; Looby and Martin, 2020; Rousk et al., 2010a; Tedersoo et al., 2014), but is more surprising for bacterivores, which are mainly protists in our study. Indeed, studies on protist biogeography suggest that protist community composition is mainly determined by climatic and topographic factors (Bates et al., 2013; Seppey et al., 2020). However, most of the bacterivorous protists in our study belong to the Ciliophora and Rhizaria clades that have recently been shown to be strongly affected by soil pH (Oliveiro et al., 2020).

Finally, we showed that the environment has a top-down influence on trophic network composition that cascades down to microbial decomposition activity. This effect was rather moderate within both habitats (Fig. 4), but our study suggests that larger long-term climate changes, i.e. causing a habitat switch, would induce a radical change in decomposition regulation. Moreover, our results imply that more abrupt compositional changes in the trophic network, especially in consumer classes that are particularly sensitive to anthropogenic effects (Xiong et al., 2021), could induce greater indirect environmental effects (O’Neill, 1994; Wardle et al., 1998).

5. Conclusions

Our comparison of the regulation of microbial decomposition activity in forests vs. open habitats demonstrates the complexity of direct and indirect environmental effects on an ecosystem function. By hierarchically integrating the environment and soil trophic network, we showed how top-down regulation through the soil trophic network can affect the outcome of decomposition, and modulate the direct effects of the environment. Experimental studies testing the trophic pathways identified here will help further understanding the biological mechanisms involved in our observations. Moreover, predictive models are needed to predict the cascading effects of future environmental and biodiversity changes on ecosystem functioning and multifunctionality.
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